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Introduction and Motivation



Old Problems, New Challenges

Classical statistical learning and testing problem:

� Distribution learning

� Estimating the bias of a coin

� Hypothesis testing

� Testing whether a coin is fair

� Property estimation

� Estimating the Shannon entropy

Small domain, many samples, asymptotic analysis
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The Era of Big Data

2.5 quintillion(2:5� 1018) bytes of data are generated everyday1.

Huge success for ML and statistics, but new challenges.

1Data Never sleeps 6.0 by Domo, 2018
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Modern Challenges

Large domain, small sample

� Distributions over large domains/high dimensions

� Expensive data

� Sample complexity

Privacy

� Samples contain sensitive information

� Perform testing or learning while preserving privacy
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Privacy

Data may contain sensitive information.

Medical studies:

� Learn behavior of genetic mutations

� Contains health records or disease history

Navigation:

� Suggests routes based on aggregate positions of individuals

� Position information indicates users’ residence
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Private Inference

We want to explore privacy-sample complexity tradeoff.

� Sample complexity of non-private algorithm

� Additional cost due to privacy

Question: Is privacy expensive, cheap or even free?
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Differential Privacy (DP) [Dwork et al., 2006]

f̂ is "-DP for any X n and Y n, with dHam(X n;Y n) � 1, for all

measurable S ,

Pr
�

f̂ (X n) 2 S
�

Pr
�

f̂ (Y n) 2 S
� � e":

DP is widely adopted by the industry, e.g., Microsoft, and Google.
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From Non-private Algorithm to Private Algorithm

Sensitivity. The sensitivity of a non-private estimator f is

∆n;f := max
dHam(X n;Y n)�1

jf (X n)� f (Y n)j :

Laplace Mechanism [Dwork et al., 2006]:

� Design a non-private estimator with low sensitivity

� Privatize this estimator by adding Laplace noise

X � Lap(∆n;f =")
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Our Results

This talk will contain the following two works:

� Jayadev Acharya, Ziteng Sun, Huanyu Zhang, Differentially

Private Testing of Identity and Closeness of Discrete Distributions,

Spotlight presentation at NeurIPS 2018.

� Jayadev Acharya, Gautam Kamath, Ziteng Sun, Huanyu Zhang,

INSPECTRE: Privately Estimating the Unseen, ICML 2018.
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Differentially Private Identity

Testing



Motivating Example

Polish lottery Multilotek

� Choose “uniformly” at random distinct 20 numbers out of 1

to 80.

� Is the lottery fair?
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